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To address the long-standing challenge facing traditional automated writing evaluation (AWE) systems in as-
sessing higher-order thinking, this study built an AWE system for scoring argumentative essays by finetuning
the GPT-3.5 Large Language Model and compared the system’s effectiveness with that of the non-finetuned
GPT-3.5 and GPT-4 base models, or “vanilla” models, using zero-shot prompting methods. The dataset used
was the TOEFL Public Writing Dataset provided by Education Testing Service, containing 480 argumentative
essays with ground truth scores under two essay prompts. Three finetuned models were generated: two fine-
tuned exclusively on either prompt and one on both. All finetuned and base models were used to score the
remaining essays after finetuning and their scoring effectiveness was compared with ground truth scores as
the benchmark. The impact of the variety of finetuning prompts and the robustness of finetuned models were
also explored. Results showed a 100% consistency of all models in two scoring sessions. More importantly, the
finetuned models significantly outperformed the base models in accuracy and reliability. The best-performing
model, finetuned on prompt 1, showed an RMSE of 0.57, a percentage agreement (score discrepancy≤ 0.5) of
84.72%, and a QWK of 0.78. Further, the model finetuned on both prompts did not exhibit enhanced perfor-
mance, and the twomodels finetuned on one prompt remained robustwhen scoring essays from the alternative
prompt. These results suggest 1) task-specific finetuning for AWE is beneficial; 2) finetuning does not require
a large variety of essay prompts; and 3) fine-tuned models are robust to unseen essays.
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